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Abstract001

Multimodal foundation models have seen rapid002
progress, demonstrating impressive capabili-003
ties across vision, language, audio, and video004
tasks. However, evaluating these models re-005
mains challenging due to the diversity of modal-006
ities and the growing complexity of their ap-007
plications. This survey proposes a hierarchi-008
cal perspective for evaluating multimodal foun-009
dation models, structured across three levels:010
(1) core foundational abilities, such as uni-011
modal understanding and cross-modal align-012
ment; (2) higher-order intelligence, including013
multimodal reasoning, temporal understanding,014
and decision-making; and (3) real-world appli-015
cations in domains such as healthcare, molec-016
ular science, industry, and society. We review017
representative benchmarks at each level and018
analyze their strengths and limitations. Our019
taxonomy aims to guide both model develop-020
ers and benchmark designers by offering a021
clear capability hierarchy, a summary of re-022
cent progress in evaluating different aspects023
of multimodal models at different level, and024
application-driven evaluation settings. We also025
highlight key challenges in current evaluation026
practices and outline directions for developing027
more comprehensive and reliable benchmarks.028

1 Introduction029

Multimodal foundation models (MFMs) (Fei et al.,030

2022; Chen et al., 2024d), which integrate various031

input forms like text, images, audio, and video, are032

quickly reshaping fields ranging from robotics and033

scientific research to social sciences and medical di-034

agnostics (Jin et al., 2024d; Liu et al., 2025b; Xiao035

et al., 2024). Despite their growing capabilities,036

the evaluation of MFMs remains a critical bottle-037

neck (Liang et al., 2024a; Huang and Zhang, 2024).038

Existing evaluation metrics, methods, and bench-039

marks are plentiful, they remain fragmented (Fu040

et al., 2024; Li et al., 2024b). Many focus on nar-041

row tasks under static conditions and fail to assess042

whether core perceptual abilities translate into re- 043

liable behavior in high-stakes, real-world scenar- 044

ios (Li et al., 2024b; Huang et al., 2024b; Lu et al., 045

2024). As a result, even extensively benchmarked 046

models leave fundamental questions unanswered: 047

How well do they perform? What are their failure 048

modes? Are they ready for deployment? 049

A Hierarchical Capability Lens. We propose a 050

structured evaluation framework that mirrors the 051

developmental trajectory of MFMs: ❶ Fundamen- 052

tal Competencies: modality-specific understanding 053

and cross-modal alignment; ❷ Higher-order Intel- 054

ligence: multimodal reasoning, streaming compre- 055

hension, decision making, and planning; ❸ Real- 056

world Applications: performance in safety-critical 057

domains, value alignment, and societal impact. Fig- 058

ure 1 shows the structure for evaluating funda- 059

mental competencies and higher-order intelligence, 060

while Figure 2 illustrates evaluations in real-world 061

scenarios. 062

Difference from Previous Surveys. Most pre- 063

vious surveys (Zhang et al., 2024a; Caffagni 064

et al., 2024) adopt flat taxonomies, organiz- 065

ing benchmarks by task (e.g., captioning and 066

VQA) (Liang et al., 2024b) or by modality (e.g., 067

vision-language) (Awais et al., 2025). While useful, 068

such frameworks obscure the role of foundational 069

skills in enabling complex capabilities and over- 070

look how weaknesses in lower-level competencies 071

cascade into real-world failures (Song et al., 2025). 072

In contrast, this survey introduces: ❶ Hierarchical 073

Structuring: organizing evaluations by progres- 074

sively complex capabilities, from basic perception 075

to domain-grounded deployment; ❷ Cross-domain 076

Integration: treating real-world applications (e.g. 077

medicine, biology, industry, and society) as core 078

evaluation targets rather than end-stage add-ons; 079

❸ Practical Guidance: providing actionable in- 080

sights (e.g. design patterns and failure points) for 081

selecting or designing benchmarks tailored to de- 082

ployment contexts. 083
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Figure 1: Hierarchical representation of abilities in multimodal foundation models.

Our hierarchical framework offers a principled084

roadmap for evaluating MFMs–clarifying what to085

measure, why it matters, and how to design bench-086

marks that reflect real-world deployment needs.087

This paper makes three main contributions:088

• Hierarchical Taxonomy: A three-level perspec-089

tive encompassing Fundamental Competencies,090

Higher-Order Intelligence, and Real-World Ap-091

plications for structuring multimodal evalua-092

tions.093

• Synthesis of Evaluations: A critical review of094

representative datasets, metrics, and protocols,095

highlighting common pitfalls, capability gaps,096

and modality-specific challenges.097

• Forward-Looking Agenda: Identifying of fu-098

ture directions, including streaming benchmarks,099

reasoning-process evaluations, value alignment,100

and domain-specific robustness.101

2 Taxonomy102

This section categorizes evaluations for multimodal103

foundation models into three progressive capability104

aspects, as shown in Figure 3.105

• Fundamental Competencies. Foundational106

functionalities essential for multimodal com-107

prehension. ❶ Single Modality Understanding:108

Evaluating models’ performance within in-109

dividual modalities, including visual, tex-110

tual, auditory, and tactile processing; ❷111

Cross-Modality Alignment: Measuring the co-112

herence and integration across different modali-113

ties, ensuring consistent semantic representation. 114

• Higher-Order Intelligence. Advanced abili- 115

ties enabling sophisticated multimodal infor- 116

mation processing. ❶ Multimodal Reasoning: 117

Assessing logical inference, causal reasoning, 118

and problem-solving involving multimodal data; 119

❷ Streaming Input Understanding: Evaluating 120

continuous and sequential multimodal data pro- 121

cessing capabilities in real-time scenarios; ❸ 122

Complex Decision-Making and Planning: De- 123

termining the ability to synthesize multimodal 124

inputs to formulate plans and decisions. 125

• Real-World Applications. Capabilities that 126

translate multimodal models into practical 127

scenarios and industry-specific domains. ❶ 128

Value Alignment: Ensuring ethical alignment, 129

cultural sensitivity, and appropriate responses in 130

diverse social contexts; ❷ Medical Applications: 131

Diagnostic assistance, medical image analysis, 132

patient monitoring, and personalized medicine; 133

❸ Biological Applications: Understanding and 134

interpreting multimodal biological data for ge- 135

nomics, proteomics, and bioinformatics research; 136

❹ Industry Applications: Application in sectors 137

such as manufacturing, automation, robotics, 138

logistics optimization, and smart systems; ❺ 139

Society: Exploring broader impacts on social 140

functioning and social good. 141

These aspects collectively enable a comprehen- 142

sive and structured approach to evaluating mul- 143

timodal foundation models, moving progressively 144
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Figure 2: Illustration of strategies applied to real-world applications of multimodal foundation models.

from foundational abilities to advanced intelligence145

and real-world impacts.146

3 Fundamental Competencies147

3.1 Single Modality Understanding148

Single modality understanding is the core founda-149

tional ability of large multimodal models.150

Textual Understanding Evaluation. Earlier sys-151

tematical textual understanding benchmarks, such152

as MMLU (Hendrycks et al., 2020), provides153

a comprehensive evaluation with 57 disciplines.154

Based on MMLU, MMLU-Pro (Wang et al., 2024c)155

enhances the complexity and raises the scoring cri-156

teria towards more robust and challenging evalu-157

ation. Beyond general benchmarks, recent works158

are focused on multilingual understanding abili-159

ties. CMMLU (Li et al., 2023) and KMMLU (Son160

et al., 2024) provides Chinese and Korean under-161

standing benchmarks. More advanced, Global-162

MMLU (Singh et al., 2024) extends to 42 lan-163

guages with culturally sensitive subsets. MMLU-164

ProX (Xuan et al., 2025) further refines multilin-165

gual evaluation with expert-audited translations166

across 13 typologies.167

Visual Understanding Evaluation. Visual under-168

standing evaluation spans both basic perception169

and advanced comprehension capabilities. Foun-170

dational benchmarks like MSCOCO (Lin et al.,171

2014) and Flickr30k (Plummer et al., 2015) es-172

tablish baselines for object-level detection and en-173

tity localization tasks. Grounding-Bench (Zhang174

et al., 2024b) is proposed to evaluate spatial vi-175

sual understanding through phrase localization.176

Furthermore, more comprehensive visual bench-177

marks focus on advanced visual understanding.178

MMIU (Meng et al., 2024) presents a multimodal179

benchmark requiring multi-images understanding,180

while MileBench (Song et al., 2024) evaluates 181

long-context visual comprehension, and Comp- 182

Bench (Kil et al., 2024) assess compositional visual 183

reasoning capabilities. 184

Auditory Understanding Evaluation Audio under- 185

standing capability is important for omni large 186

models. DynamicSUPERB (Huang et al., 2024a) is 187

the first collaborative instruction-tuning benchmark 188

for speech processing evaluation, while Muchomu- 189

sic (Weck et al., 2024) measures music understand- 190

ing through composer-style recognition and lyric 191

alignment analysis. ASQE (Wang et al., 2025c) 192

introduces auditory LLMs for automatic speech 193

quality evaluation. Comprehensive frameworks 194

like AudioBench (Wang et al., 2024a) unify eval- 195

uation across speech, music, and environmental 196

sounds through multi-task assessment protocols. 197

3.2 Alignments across Different Modalities 198

The modality alignment benchmark evaluates the 199

cross-modality alignment capabilities of omni large 200

models. Text-image alignment benchmarks em- 201

ploy diverse evaluation strategies, SPEC (Peng 202

et al., 2024) introduces a diagnostic framework for 203

compositional understanding, while VALSE (Par- 204

calabescu et al., 2021) evaluates fine-grained 205

semantic alignment through contrastive testing. 206

For text-audio alignment, AudioTime (Xie et al., 207

2025b) provides temporally synchronized audio- 208

text pairs for temporal reasoning evaluation, while 209

MusicGen-Large (Copet et al., 2023) benchmarks 210

music generation through text-guided composition 211

tasks. Beyond bio-modality alignments, many re- 212

cent works focus on omni modality alignments 213

evaluations. VBench (Huang et al., 2024c) pro- 214

vides a comprehensive suits for text to video gener- 215

ation, while Animal-Bench (Jing et al., 2024) and 216

ChronoMagic-Bench (Yuan et al., 2024) specialize 217
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Figure 3: A taxonomy of recent progress on hierarchical evaluation of multimodal foundation models.

in animal behavior understanding and temporal rea-218

soning generations. Unified evaluation frameworks219

like MME-Unify (Xie et al., 2025a) simultaneously220

assess understanding and generation capabilities221

across multiple tasks.222

4 Higher-Order Intelligence223

4.1 Multimodal Reasoning Abilities224

Multimodal reasoning represents a core capability225

in the pursuit of advanced AI systems with omni-226

modal intelligence. Evaluating these capabilities227

requires specialized benchmarks that test models’228

ability to perform deep cross-modal information229

fusion and construct complex logical chains.230

General Multimodal Reasoning Benchmarks.231

Early work like CLEVR (Johnson et al., 2017)232

established a diagnostic approach to visual rea-233

soning, focusing on compositional language under- 234

standing and visual attribute reasoning with min- 235

imal bias. Later benchmarks evolved to incorpo- 236

rate world knowledge and commonsense, as in A- 237

OKVQA (Schwenk et al., 2022), which requires 238

reasoning beyond simple visual content recogni- 239

tion. ScienceQA (Lu et al., 2022) expanded this 240

through multimodal science questions, spurring 241

Chain-of-Thought research. And STEM (Shen 242

et al., 2023) presents a more comprehensive evalua- 243

tion among stem subjects. More recent benchmarks 244

like VRC-Bench (Thawakar et al., 2025) focus on 245

evaluating visual reasoning chains rather than just 246

final answers, while VisuLogic (Xu et al., 2025) 247

provides a comprehensive benchmark for vision- 248

centric reasoning through six distinct reasoning 249

types. X-Reasoner (Liu et al., 2025a) represents 250
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an important advancement by exploring reasoning251

generalization across both modalities and domains.252

Domain-Specific Reasoning Benchmarks. These253

benchmarks evaluate specialized reasoning capa-254

bilities across various modalities.255

❶ Mathematical and geometric reasoning bench-256

marks offer focused evaluation environments.257

MathVista (Lu et al., 2023) assesses mathemat-258

ical reasoning in visual contexts, while MATH-259

Vision (Wang et al., 2024b) provides problems260

from actual math competitions incorporating visual261

contexts. MathVerse (Zhang et al., 2024e) specif-262

ically evaluates diagram understanding in mathe-263

matical problems, and GeomVerse (Kazemi et al.,264

2023) offers procedurally generated geometry prob-265

lems with controllable difficulty. ❷ Audio-visual266

reasoning capabilities are assessed through bench-267

marks like AVQA (Yang et al., 2022). Spatiotem-268

poral and 3D reasoning is evaluated through bench-269

marks such as VSI-bench (Yang et al., 2024a). ST-270

Align (Li et al., 2025a) focuses on fine-grained271

spatiotemporal understanding and localization. 3D-272

CoT (Chen et al., 2025a) extends reasoning anno-273

tations to 3D datasets. For diagram understanding,274

DPG (Kembhavi et al., 2016) focuses on diagram275

structure and semantics, while LISA (Yang et al.,276

2023) introduces reasoning segmentation, requir-277

ing models to output segmentation masks based on278

complex textual instructions.279

Reasoning Process Evaluation. Beyond outcome-280

focused evaluation, several benchmarks target the281

reasoning process itself. Chain-of-Thought (CoT)282

approaches are evaluated through benchmarks like283

CMMCoT (Zhang et al., 2025a), which addresses284

complex multi-image comprehension, VisCoTVi-285

sual CoT (Shao et al., 2024), which provides286

annotations for intermediate reasoning, LLaVA-287

CoT (Xu et al., 2024), which assesses autonomous288

multi-stage reasoning, and M3CoT (Chen et al.,289

2024b), which evaluates multi-domain, multi-step,290

multi-modal reasoning. Reinforcement learning291

approaches to reasoning are evaluated through292

EchoInk-R1 (Xing et al., 2025) for audio-visual293

reasoning, SEED-Bench-R1 (Chen et al., 2025b)294

for video understanding, and Reason-RFT (Tan295

et al., 2025a) for general visual reasoning.296

Discussion. Despite progress in multimodal rea-297

soning evaluation, current benchmarks face several298

limitations. Most benchmarks evaluate explicit rea-299

soning, whereas real-world scenarios often require300

implicit or counterintuitive reasoning.301

4.2 Streaming Inputs Understanding 302

Understanding streaming data is vital for multi- 303

modal systems to model temporal dependencies 304

and evolving contexts in the real world. Stream- 305

ing data poses unique challenges like long-range 306

temporal modeling, distinct from static inputs. 307

Domain-Specific Streaming Evaluation. Domain- 308

specific benchmarks use narrowly scoped tasks 309

to assess particular temporal modeling capabili- 310

ties. ❶ Long-Time-Series Comprehension. Sev- 311

eral benchmarks aim to assess how well models 312

retain and reason over information in long tem- 313

poral data. TimeChat (Ren et al., 2024a) probes 314

key frame understanding for MLLM grounding in 315

long videos. Cinepile (Rawal et al., 2024) uses 316

open-ended movie QA to measure narrative co- 317

herence and long-range dependencies. Mmbench- 318

video (Liu et al., 2023b) is a multi-shot benchmark 319

for holistic video understanding of scene transi- 320

tions and temporal shifts. Egoschema (Mangalam 321

et al., 2023) (closed-ended) and EAGLE (Bi et al., 322

2025) (open-ended) provide diagnostic datasets for 323

egocentric procedural activity understanding. ❷ 324

Temporal Concept and Action Grounding. Another 325

line of work focuses on the ability of models to 326

ground abstract temporal concepts and human ac- 327

tions in visual data. Vilma (Kesen et al., 2023) 328

offers zero-shot linguistic and temporal grounding 329

by aligning text to video segments. Vitatecs (Li 330

et al., 2024f) diagnoses temporal concept under- 331

standing through event order and duration recog- 332

nition. Oscar (Nguyen et al., 2024) probes frame- 333

level causal temporal reasoning via object state 334

captioning and change representation. Star (Wu 335

et al., 2024b) uses multi-choice human action tasks 336

to assess situated reasoning in constrained setting. 337

V-star (Cheng et al., 2025) simultaneously investi- 338

gates the model’s temporal and spatial reasoning ca- 339

pabilities by action grounding. ❸ Audio-Temporal 340

Understanding. Other benchmarks investigate tem- 341

poral reasoning in the audio modality. MuchoMu- 342

sic (Weck et al., 2024) evaluates music understand- 343

ing, focusing on temporal structure and themes. 344

Air-Bench (Yang et al., 2024c) assesses genera- 345

tive audio comprehension via audio-text alignment 346

and temporal inference. Audiotime (Xie et al., 347

2025b) provides a temporally aligned audio-text 348

dataset for fine-grained timestamped understand- 349

ing. DVAE (Radevski et al., 2025) decouples the 350

evaluation of audio and visual capabilities to re- 351

duce the bias introduced by visual information. 352
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Open-World Streaming Evaluation. Open-world353

benchmarks blend multiple tasks and modalities354

to simulate real-life streaming comprehension. ❶355

Multi-Task Video Understanding. Recent bench-356

marks capture open-domain video comprehension357

through diverse temporal tasks and evaluation358

paradigms. MvBench (Li et al., 2024e) estab-359

lishes multi-task closed-ended evaluation across 20360

real-life domains, while TempCompass (Liu et al.,361

2024d) focuses on temporal reasoning over open-362

domain content. OVO-Bench (Li et al., 2025b)363

pioneers timestamp-aware evaluation for online364

video LLMs, assessing dynamic temporal aware-365

ness through backward tracing, real-time under-366

standing, and forward active responding scenar-367

ios. Video-Bench (Ning et al., 2023) offers open-368

ended evaluation on narration/commonsense tasks,369

complemented by AutoEval-Video’s (Chen et al.,370

2024c) automated QA assessment. ALLVB (Tan371

et al., 2025b) presents a large-scale, all-in-one long372

video understanding benchmark, converting 9 real-373

world tasks into a QA format and featuring an au-374

tomated annotation pipeline. ❷ World and Event375

Modeling. Other efforts explore continuous model-376

ing of dynamic environments and complex event377

sequences. MMWorld (He et al., 2024) evalu-378

ates world models on complex real-world video379

dynamics and cross-domain reasoning. World-380

Sense (Hong et al., 2025) simulates omni-modal381

scenes for open-ended understanding in continuous,382

interactive scenarios. UrbanVideo-Bench (Zhao383

et al., 2025a) assesses embodied intelligence in384

urban 3D spaces. EventBench (Du et al., 2024)385

targets event-oriented long-video understanding,386

requiring reasoning over intricate event narratives.387

Discussion. Despite recent progress, streaming388

benchmarks still exhibit significant biases. As Park389

et al. (Park et al., 2025) point out, many streaming390

tasks can be solved using unimodal inputs, which391

leads to an overestimation of the true multimodal392

capabilities of current models. Future benchmarks393

should enforce genuine cross-modal integration,394

require implicit temporal inference and robustness395

to long-horizon and real-time dependencies.396

4.3 Complex Decision-making and Planning397

The ability to make accurate decisions and for-398

mulate executable plans in complex environments399

marks a critical frontier for multimodal systems.400

Recent benchmarks investigate such ability by sim-401

ulating scenarios requiring tool usage and cross-402

modal coordination under dynamic constraints.403

Benchmarking decision-making capabilities of- 404

ten focuses on scenarios requiring inference and 405

choice under uncertainty. MM (Ma et al., 2024) 406

serves as a benchmark for evaluating tool-use de- 407

cision in multi-step multimodal tasks. MLLM- 408

CompBench (Li et al., 2024d) evaluates the com- 409

parative reasoning of multimodal language models 410

by presenting paired images and asking questions 411

that require discerning relative characteristics. 412

For planning, benchmarks assess models’ ability 413

to generate coherent, executable sequences of ac- 414

tions in response to complex goals. In the domain 415

of embodied AI, where agents must navigate and in- 416

teract with physical environments, MuEP (Li et al., 417

2024d) is a comprehensive multimodal benchmark 418

for embodied planning, evaluating multimodal and 419

multi-turn interactions in complex scenes. Simi- 420

larly, MFE-ETP (Zhang et al., 2024d) provides a 421

comprehensive evaluation framework on embod- 422

ied task planning, focusing on object understand- 423

ing, spatiotemporal perception, task understanding, 424

and embodied reasoning. For human-level plan- 425

ning from an egocentric perspective, Chen et al. 426

(2023) and Qiu et al. (2024) have evaluated multi- 427

modal large language models in real-world tasks 428

with action plans and intricate visual observations. 429

Lastly, for multi-robot systems, MultiPlan (Hart- 430

mann et al., 2025) addresses optimal multimodal 431

multi-robot multi-goal path planning. 432

5 Real-World Applications 433

5.1 Value Alignments 434

Aligning models with human values is a critical 435

step toward production-ready, useful chatbot as- 436

sistants that provide honest and safe responses 437

(Ouyang et al., 2022). Value alignment encom- 438

passes faithfully following user instructions, mini- 439

mizing hallucinations, and adhering to ethical prin- 440

ciples. Due to its broad scope and importance, 441

robust evaluation requires comprehensive yet tar- 442

geted benchmarks (Askell et al., 2021). 443

Instruction Following Benchmarks. Early efforts 444

to systematically evaluate instruction-following in 445

the multimodal setting include LLAVA-Bench (Liu 446

et al., 2023a) and its successor LLAVA-Bench- 447

Wilder (Li et al., 2024a), which assess open-ended 448

vision-language questions about image interpreta- 449

tion. Expanding this approach, MIA-Bench (Qian 450

et al., 2025) and MM-IFEval (Ding et al., 2025) 451

increase the diversity of questions and combine 452

GPT-assisted evaluation with predefined rubrics 453
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for a more fine-grained and robust score. Concur-454

rently, AudioBench (Wang et al., 2024a) adapts455

text-only datasets such as ALPACA (Taori et al.,456

2023) into the audio modality while retaining the457

same instruction-following paradigm. Meanwhile,458

another line of work targets model comparison.459

Chatbot Arena (Chiang et al., 2024) has been ex-460

tended to multimodal inputs via platforms like461

WILDVISION-ARENA (Lu et al., 2024) and Mul-462

timodal Arena (Chou et al., 2024), which crowd-463

source vision-language model comparisons. The464

MM-AlignBench (Zhao et al., 2025b) is a similar465

endeavor but with additional filtering to improve466

the question and image diversity. Finally, Eval-467

Anything (Ji et al., 2024) offers a comprehensive468

benchmark suite for omni-models, evaluating both469

multimodal understanding and generation.470

Evaluating Model Safety. In addition to general471

instruction-following abilities, other benchmarks472

target more specific scenarios. The inclusion of473

new modalities opens more ways to compromise474

safety. MM-SafetyBench (Liu et al., 2024c) and475

MM-RLHF-SafetyBench (Zhang et al., 2025b)476

demonstrate that supplying a content-relevant im-477

age can bypass safety filters. B-AVIBench (Zhang478

et al., 2024c) represents attacks that corrupt text479

or image input by paraphrasing queries or intro-480

ducing noise and occlusions to images. AVTrust-481

Bench (Chowdhury et al., 2025) assesses whether482

omni-models appropriately refuse to respond under483

adversarial or incomplete conditions.484

Discussion. Despite substantial progress, key485

limitations remain. Most benchmarks focus on486

modality-specific instructions, with few offering487

truly omni-modal evaluation. The exponential488

growth in input-output modality combinations com-489

plicates comprehensive evaluation and raises con-490

cerns about the transferability of language-specific491

abilities across modalities. This complexity further492

challenges the design of robust defenses against493

attacks that may exploit any modality pairing.494

5.2 Medical Applications495

Omni-modal medical data (Zuo et al., 2025; Jin496

et al., 2024a; Xia et al., 2024) includes textual de-497

scriptions, radiology reports, histopathology im-498

ages, and statistical plots, etc. Multi-modal, LLM-499

driven medical platforms now play a crucial role500

in public health (Rao et al., 2025; Liu et al., 2024b;501

Zhu et al., 2024), acting as clinical assistants that502

helps to provide a comprehensive diagnostic knowl-503

edge base, personalized risk alerts, and tailored504

treatment suggestions. 505

Evaluating Clinical Expertise and Deep Diagnos- 506

tic Reasoning. The real-world medical analysis is 507

always complicated and challenging. Even experi- 508

enced clinicians must engage in thorough analysis 509

to reach reliable diagnostic conclusions. Simple 510

medical QA or multiple-choice tasks cannot fully 511

assess the suitability of these models as a clinical 512

assistant. In response, Panagoulias et al. (Panagou- 513

lias et al., 2024) build medical knowledge graphs 514

and design related questions to test expert-level 515

reasoning, requiring answers that follow specific 516

knowledge paths. RJUA-MedDQA (Jin et al., 517

2024a) evaluates the numerical reasoning ability 518

by identifying abnormal indicators and clinical 519

reasoning ability through case-based medical con- 520

texts. Robert et al. (Kaczmarczyk et al., 2024) 521

compares the medical MLLMs with collective hu- 522

man decision-making outcomes. Together, these 523

benchmarks consistently show that current medical 524

MLLMs have not yet achieved expert-level. 525

Evaluating Multi-Specialty and Multi-Body- 526

Systems Generalizability. Medical domains span 527

a variety of specialties, body systems, and or- 528

gans. Many works evaluate the generalizability 529

of medical MLLMs across these tasks. Specifi- 530

cally, MedXpertQA (Zuo et al., 2025) covers 17 531

specialties and 11 body system–related tasks. As- 532

clepius (Liu et al., 2024b) contains 15 medical 533

specialties.OmniMedVQA (Hu et al., 2024) is a 534

multi-organ benchmark that contains more than 535

20 anatomical regions. Several works (Ye et al., 536

2024a; Yan et al., 2024a; Mota et al., 2024; Bassi 537

et al., 2024) have conducted experiments on mixed 538

specialty and organ datasets. In the aspect of evalu- 539

ation toolkits, BenchX (Zhou et al., 2024) proposes 540

a unified finetuning protocol that enables medical 541

MLLMs to adapt consistently across tasks. Multi- 542

MedEval (Royer et al., 2024) is a Python toolkit 543

spanning over 11 medical domains. 544

Evaluating Patient-Centered Friendliness. As 545

medical omni-modal models are integrated into 546

patient care, many studies evaluate their patient- 547

centered friendliness. To evaluate whether MLLMs 548

are able to give real-world patients more encour- 549

aging and caring suggestions, 3MDBench (Sviri- 550

dov et al., 2025) proposes simulated temperament- 551

driven Agents for benchmarking. Because of the bi- 552

ases in medical training data, medical models often 553

exhibit diagnostic bias when issuing instructions. 554

FMBench (Wu et al., 2024c) and FairMedFM (Jin 555

et al., 2024b) benchmark the fairness of medical 556
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MLLMs across diverse patient groups, evaluating557

performance by race, ethnicity, language, and gen-558

der independently. MediConfusion (Sepehri et al.,559

2024) benchmarks the failure modes of medical560

MLLMs. Their results show that current mod-561

els perform worse than random guessing, rais-562

ing serious concerns about the reliability. Recent563

works (Yan et al., 2024b; Zuo and Jiang, 2024)564

evaluate the trustworthiness and hallucinations, i.e.,565

inaccurate diagnosis or factual medical errors.566

Discussion. Although omni-modal models have567

gained great progress in various medical domains568

and specialties, their reasoning ability has not569

reached expert-level. In addition, their inherent570

hallucinations or group bias may raise unreliable571

and inaccurate suggestions to patients.572

5.3 Biological Applications573

Recent advances in foundation models (Yang et al.,574

2024d) highlight the need for benchmarks reflect-575

ing biological data. Life science applications often576

involve reasoning over heterogeneous data (Boekel577

et al., 2015; Tang et al., 2023), such as DNA, RNA,578

proteins, phenotypes, and textual annotations.579

Benchmarks Integrating Multiple Molecular580

Modalities and Omics. A significant trend is581

integrating multiple molecular or omics data582

types (Wang et al., 2025a). Recent benchmarks583

combine diverse biological data to foster more ca-584

pable foundation models: ❶ Multi-omics Evalu-585

ation. COMET (Ren et al., 2024c) provides a586

comprehensive benchmarking framework for multi-587

omics tasks. scMultiBench (Liu et al., 2024a) sys-588

tematically evaluates integration approaches for589

single-cell data. scDrugMap (Wang et al., 2025b)590

benchmarks large foundation models for drug re-591

sponse prediction using single-cell multimodal592

data. ❷ Protein and RNA: Multimodal Benchmark-593

ing Paradigms. Protein and RNA modeling have594

become fertile grounds for multimodal benchmark595

development (Shen et al., 2024). ProteinBench (Fei596

et al.) offers an evaluation framework that spans se-597

quence, structure, and function, employing a multi-598

metric approach. Prot2Text (Abdine et al., 2024)599

represents a typical multimodal approach, integrat-600

ing protein sequence, structure, and text annotation601

for function generation in free-form language. In602

the RNA field, OmniGenome (Yang et al., 2025)603

and DRFormer (Fu et al., 2025) both leverage RNA604

sequence and structural modalities for downstream605

tasks. BEACON (Ren et al., 2024b) provides a606

comprehensive suite of RNA tasks, requiring com-607

bined modeling of sequence and structure. ❸ DNA: 608

Predominantly Single-Modality with Multimodal 609

Advances in Functional Prediction. In contrast to 610

proteins and RNAs, most benchmarks for DNA 611

foundation models remain largely single-modality, 612

focusing primarily on DNA sequence data. As a 613

result, benchmarks such as BEND (Marin et al., 614

2024), and GenBench (Liu et al., 2024e) empha- 615

size biologically meaningful tasks based on DNA 616

sequence, such as classification, regulatory element 617

discovery, and annotation. Nevertheless, there are 618

emerging efforts to introduce multimodal bench- 619

marks in the DNA field such as BioTalk (Zhang 620

et al., 2024h), which presents a novel dataset that 621

couples DNA sequences with free-text descriptions 622

of enzymatic function. 623

Discussion. Multimodal and multi-omics bench- 624

marks are reshaping foundation model evaluation 625

in life sciences by integrating genomic, transcrip- 626

tomic, proteomic, phenotypic, and textual data, en- 627

abling holistic assessments of cross-modal reason- 628

ing. However, challenges include limited standard- 629

ization of data formats, insufficient datasets, and 630

inconsistent benchmark task design and metrics. 631

6 Challenges and Future Directions 632

While multimodal foundation models have 633

achieved promising performance in understanding 634

multimodal data, current evaluation efforts of these 635

foundation models still face several challenges. 636

▷ Adversarial Perturbations. Despite their suc- 637

cess, deep learning models are prone to adversarial 638

perturbations (Szegedy et al., 2013; Dong et al., 639

2018). Existing literature suggests that multimodal 640

large language models can also be affected by ad- 641

versarial inputs (Shayegani et al., 2023; Jha and 642

Reddy, 2023), posing safety concerns on multi- 643

modal foundation models, whereas current evalua- 644

tions fall short in this aspect. 645

▷ Multimodal Distribution Shift. The multimodal 646

foundation models deployed in real-world appli- 647

cations are often challenged by data under multi- 648

modal distribution shifts (Yang et al., 2024b; Zhao 649

et al., 2025c), damaging their performance (Zhao 650

et al., 2025d), while a comprehensive evaluation of 651

the models’ robustness against multimodal distri- 652

bution shifts is scarce. 653

▷ Biases and Spurious Correlations. While multi- 654

modal foundation models have been observed to be 655

biased with spurious correlations (Adewumi et al., 656

2024; Zhang et al., 2024g; Ye et al., 2024b), many 657
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existing evaluation benchmarks do not take this658

into account. Therefore, systematic evaluations of659

these in multimodal foundation models are one of660

the important future directions.661

Limitations662

While this paper provides a structured taxonomy663

for evaluating multimodal foundation models, sev-664

eral limitations and avenues for future exploration665

remain. First, due to the rapid advancement in666

multimodal model research, some emerging tech-667

niques and novel evaluation methods may not be668

fully represented in our framework, requiring con-669

tinuous updates to ensure relevance. Second, while670

our focus on fundamental competencies and higher-671

order intelligence is critical, additional challenges672

related to model robustness, interpretability, and673

real-world deployment still require further atten-674

tion. Moreover, the interplay between various eval-675

uation aspects, such as cross-modality alignment676

and complex decision-making, has yet to be fully677

understood. We hope these limitations will inspire678

future studies to refine the evaluation methodolo-679

gies and address the remaining gaps in this dy-680

namic field.681
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A Statistics1607

Figure 4 illustrates the temporal distribution of the1608

surveyed papers, highlighting a significant and ac-1609

celerating interest in the evaluation of multimodal1610

foundation models. The data reveals a foundational1611

period with a modest number of publications (6 pa-1612

pers) appearing before 2022, followed by a slight1613

decrease in 2022 (4 papers). However, a marked1614

increase is observed in 2023, with 10 papers pub-1615

lished. This upward trend dramatically intensifies1616

in 2024, which saw a striking peak of 41 publica-1617

tions. The momentum continues into 2025, with 221618

papers already published by May. This pronounced1619

surge underscores the rapidly expanding research1620

landscape and the community’s intensified focus on1621

developing and assessing multimodal AI systems,1622

thereby emphasizing the timeliness and necessity1623

of a comprehensive survey such as this paper.1624

Figure 5 presents a word cloud generated from1625

the titles of the surveyed research papers, offering1626

a visual representation of the prominent themes1627

and focal points within the field of multimodal1628

foundation model evaluation. The most salient1629

terms, such as "language," "model," "medical,"1630

"evaluation," "foundation," "reasoning," "large,"1631

"multimodal," and "understanding," collectively1632

underscore the core research thrust. The prevalence1633

of "evaluation" and "benchmarks," alongside spe-1634

cific capabilities like "reasoning," "instruction fol-1635

lowing," and "alignment," highlights the commu-1636

nity’s intense focus on developing robust method-1637

ologies for assessing these complex systems. Fur-1638

thermore, the significant presence of terms related1639

to diverse modalities—including "vision," "audio,"1640

and "video"—and application domains, particularly1641

"medical," "clinical," and "genomic," reflects the1642

broad impact and a strong leaning towards real-1643

world applications, especially in healthcare. This1644

thematic clustering emphasizes the research land-1645

scape’s drive towards not only advancing the ca-1646

pabilities of large multimodal foundation models1647

but also rigorously evaluating their performance1648

and applicability across a spectrum of tasks and1649

domains, aligning with the hierarchical perspective1650

adopted in this survey.1651

B Takeaway Insights1652

B.1 Key Findings1653

The field is undergoing significant transformations1654

in evaluation methodologies and frameworks:1655

(1) Shift from evaluating single-modal to multi- 1656

modal that integrate images, video and audio. 1657

This transition emphasizes the need for compre- 1658

hensive evaluation metrics that can capture the 1659

rich interactions between various modalities and 1660

their combined impact on performance. 1661

(2) Transition from focusing on single-task evalua- 1662

tions to multi-task evaluations, where models 1663

are assessed on diverse tasks such as question 1664

answering, generation, and reasoning. This shift 1665

reflects the growing complexity of real-world 1666

applications that require a broader range of ca- 1667

pabilities beyond task-specific performance. 1668

(3) Growing interest in omni-model evaluations, 1669

where unified models are evaluated across a 1670

wide array of tasks and modalities. These eval- 1671

uations not only test the robustness of models 1672

but also their adaptability to different use cases, 1673

driving the development of more generalizable 1674

and versatile models. 1675

(4) Increasing emphasis on real-world scenario 1676

evaluations that move beyond isolated capabil- 1677

ity tests. These scenarios provide richer, more 1678

authentic contexts for assessing robustness, us- 1679

ability, and model alignment with human expec- 1680

tations, revealing potential that synthetic bench- 1681

marks may overlook. 1682

B.2 Critical Limitations 1683

Current approaches face several key challenges: 1684

(1) Adversarial vulnerability, where multimodal 1685

foundation models are susceptible to subtle per- 1686

turbations that undermine their reliability and 1687

safety. 1688

(2) Insufficient understanding and evaluation of 1689

model performance under real-world multi- 1690

modal distribution shifts, limiting their robust- 1691

ness and generalizability. 1692

(3) Lack of systematic evaluation benchmarks ad- 1693

dressing inherent biases and spurious correla- 1694

tions, potentially leading to unfair or misleading 1695

outcomes. 1696

B.3 Future Directions 1697

Addressing these limitations requires advances in: 1698

(1) Developing specialized adversarial robust- 1699

ness frameworks tailored specifically for mul- 1700

timodal foundation models to ensure reliability 1701

against subtle attacks. 1702

(2) Constructing comprehensive benchmarks and 1703

evaluation methodologies to accurately mea- 1704

sure and enhance model resilience against mul- 1705
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timodal distribution shifts observed in real-1706

world applications.1707

(3) Establishing rigorous methods for systemati-1708

cally detecting, evaluating, and mitigating bi-1709

ases and spurious correlations inherent in mul-1710

timodal datasets and models.1711

C Other Remarkable Real-World1712

Applications1713

C.1 Industry Applications1714

The application of LLMs in industrial settings1715

demonstrates remarkable technical adaptability and1716

practical value, primarily attributed to the struc-1717

tured characteristics and relatively well-defined in-1718

teraction paradigms inherent to industrial scenarios.1719

Compared to general consumer-oriented applica-1720

tions, industrial environments feature clearly de-1721

lineated task boundaries, highly standardized pro-1722

fessional terminology, and rigorously defined op-1723

erational workflows. These attributes significantly1724

reduce the implementation barriers for MLLMs, po-1725

sitioning industrial applications as a highly promis-1726

ing domain at the current stage of technological1727

development.1728

Robotics. Kiva warehouse-management system1729

(Wurman et al., 2008) pioneered large-scale ware-1730

house automation by deploying autonomous mo-1731

bile robots to transport storage shelves, signifi-1732

cantly improving productivity and operational flexi-1733

bility in industrial settings. To address data scarcity1734

in robotics, recent work (Chen et al., 2024a) intro-1735

duces a simulation-based evaluation framework for1736

foundation models, emphasizing task quality, diver-1737

sity, and generalization for real-world applicability.1738

MMRo (Li et al., 2024c) proposes a benchmark1739

testing perception, planning, reasoning, and safety,1740

finding no MLLM universally reliable as a robotic1741

“brain”. 1742

Anomaly Detection. MPDD (Jezek et al., 2021) 1743

is a benchmark dataset for defect detection in in- 1744

dustrial metal parts, featuring over 1,000 images 1745

with pixel-level annotations, while MVTec AD 1746

(Bergmann et al., 2019) is a more comprehen- 1747

sive multi-category anomaly detection dataset with 1748

5,354 high-resolution images covering 70+ defect 1749

types, both providing anomaly-free training sam- 1750

ples and annotated anomalies for testing. MMAD 1751

(Jiang et al., 2024) establishes a full-spectrum 1752

benchmark for industrial anomaly detection, evalu- 1753

ating MLLMs across seven subtasks with 39,672 1754

questions, revealing a performance gap against in- 1755

dustrial needs. 1756

Industrial Knowledge Integration. Early work 1757

(Geipel, 2024) outlines requirements for indus- 1758

trial engineering benchmarks, advocating for 1759

practitioner-oriented evaluations of MLLMs on 1760

technical artifacts like datasheets and schemat- 1761

ics. DesignQA (Doris et al., 2025) targets engi- 1762

neering documentation comprehension, combin- 1763

ing textual requirements, CAD images, and draw- 1764

ings from Formula SAE; it exposes MLLMs’ strug- 1765

gles in rule retrieval, technical component recogni- 1766

tion, and drawing analysis. MME-Industry (Yi 1767

et al., 2025) broadens the scope with a cross- 1768

industry benchmark spanning 21 domains (1,050 1769

QA pairs), emphasizing domain expertise and 1770

bilingual (Chinese/English) evaluation. Collec- 1771

tively, these studies highlight MLLMs’ potential 1772

in industrial applications while underscoring criti- 1773

cal limitations—domain-specific knowledge gaps, 1774

multimodal reasoning deficiencies, and safety con- 1775

cerns—that must be addressed to meet real-world 1776

demands. 1777

Discussion. Current MLLMs excel in structured 1778

industrial settings due to standardized workflows 1779
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and bounded tasks, enabling efficient automation in1780

robotics, quality control, and documentation. How-1781

ever, challenges like domain-specific knowledge1782

gaps, robustness in dynamic environments, and1783

high computational costs persist. Future advance-1784

ments should focus on lightweight deployment,1785

real-time adaptability, and seamless human-AI col-1786

laboration to unlock broader industrial potential.1787

C.2 Society1788

Multimodal foundation models exhibit transfor-1789

mative potential in addressing societal challenges1790

through cross-modal integration and contextual rea-1791

soning. Their societal applications span two critical1792

dimensions: enhancing social functioning in opera-1793

tional systems like transportation and agriculture1794

through environment-aware data processing, and1795

advancing social good via assistive technologies1796

that promote accessibility and inclusion. Crucially,1797

systematic evaluation of such models’ environmen-1798

tal adaptability, human-AI collaboration efficacy,1799

and ethical alignment becomes imperative. Rigor-1800

ous benchmarking of these capabilities not only val-1801

idates technical robustness but also bridges the gap1802

between laboratory performance and real-world1803

deployment, thereby amplifying their societal im-1804

pact through improved operational efficiency and1805

equitable social benefits.1806

Social Functioning. Multimodal foundation mod-1807

els have already impacted various aspects of soci-1808

ety, enhancing the efficiency of many social func-1809

tions. TransportationGames (Zhang et al., 2024f)1810

introduces a complete benchmark designed to re-1811

liably assess the ability of multimodal founda-1812

tion models to handle transportation-related tasks.1813

While MM-Soc (Jin et al., 2024c) focuses on1814

evaluating social connections understanding. Re-1815

cently, AgriBench (Zhou and Ryo, 2024) and Ag-1816

MMU (Gauba et al., 2025) have been developed1817

to measure the performance of multimodal founda-1818

tion models in agriculture-specific contexts, aiming1819

to capture their effectiveness in addressing domain-1820

relevant tasks such as crop monitoring, disease1821

detection, and environmental interpretation.1822

Social Good. Beyond optimizing societal effi-1823

ciency, evaluating the contribution of multimodal1824

foundation models to social good carries profound1825

significance. These models have the potential to1826

empower marginalized communities, enhance ac-1827

cessibility, and foster inclusive human-AI inter-1828

action. For instance, VizWiz (Gurari et al., 2018)1829

provides a benchmark for assessing how effectively1830

models assist blind users by answering questions 1831

about visual scenes captured through mobile de- 1832

vices. Meanwhile, Vision-Braille (Wu et al., 2024a) 1833

evaluates the performance of models in translat- 1834

ing visual content into Braille, aiming to improve 1835

information access for individuals with visual im- 1836

pairments. These benchmarks highlight critical 1837

capabilities such as perceptual grounding, adap- 1838

tive response generation, and sensitivity to human 1839

context. Systematic evaluation in these areas en- 1840

sures that model development aligns with ethical 1841

goals and real human needs, advancing not only 1842

technological inclusivity but also societal equity. 1843

Discussion. Current evaluations for societal ap- 1844

plications are constrained by fragmented data col- 1845

lection methods and inconsistent benchmark de- 1846

signs, which fail to reflect the diverse and evolving 1847

needs of real-world environments. The lack of uni- 1848

fied standards for measuring how models adapt to 1849

different social scenarios and collaborate with hu- 1850

mans limits their broader adoption. Developing 1851

shared evaluation practices with real-world rele- 1852

vance is critical to guide multimodal foundation 1853

models toward practical, scalable solutions across 1854

social domains. 1855
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E Literature Review Summary 1863
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ble encompassing all cited works. Each entry in 1866

the table includes seven essential fields: Title (the 1867

complete title of the paper), TLDR (a concise 1868

synopsis of the paper’s key contributions), Cate- 1869

gory (the main research focus within data-efficient 1870

LLM post-training), Year (the year of publication), 1871

Venue (the publishing venue), and Link (a direct 1872

URL to the paper). This organized presentation 1873

allows readers to efficiently access the original 1874

sources, trace the progression of research across 1875

categories, and utilize the compilation as a valuable 1876

reference point for future work in the field. 1877
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Table 1: Summary of Referenced Papers

Title TLDR Category Year Venue Link

AV-Odyssey Bench: Can Your
Multimodal LLMs Really Understand
Audio-Visual Information?

The paper proposes AV - Odyssey Bench to
assess MLLMs’ understanding of audio - visual
info, aiming to guide future dataset collection and
model development.

Core Foundational
Competencies

2024 Arxiv link

Qwen2.5-Omni Technical Report This paper presents Qwen2.5 - Omni, with block -
wise encoders, TMRoPE, Thinker - Talker archi.,
and sliding - window DiT for multimodal
streaming.

MLLM 2025 Arxiv link

OmniBench: Towards The Future of
Universal Omni-Language Models

The paper introduces OmniBench to evaluate
omni - language models’ tri - modal processing.
It also develops OmniInstruct and advocates
better techniques for OLM performance.

Core Foundational
Competencies,
Higher-Order
Intelligence

2024 Arxiv link

Mini-Omni: Language Models Can
Hear, Talk While Thinking in
Streaming

Paper introduces Mini - Omni, an end - to - end
model for real - time speech interaction. Proposes
methods, dataset; first open - source for such task.

Background 2024 Arxiv link

Mini-Omni2: Towards Open-source
GPT-4o with Vision, Speech and
Duplex Capabilities

The paper introduces Mini - Omni2, a visual -
audio assistant akin to GPT - 4o. It has a three -
stage training and interruption mechanism for
flexible interaction.

Background 2024 Arxiv link

MME-Survey: A Comprehensive
Survey on Evaluation of Multimodal
LLMs

This paper comprehensively surveys MLLM
evaluation, covering benchmarks, construction,
evaluation manner, and outlook, guiding
researchers to evaluate MLLMs effectively.

Background 2024 Arxiv link

A Survey on Benchmarks of
Multimodal Large Language Models

This paper reviews 200 benchmarks for MLLMs
from five aspects, discusses limitations and future
directions, emphasizing evaluation’s importance
for MLLM development.

Background 2024 Arxiv link

A Survey on Multimodal Large
Language Models

This paper traces and summarizes MLLM
progress, covering concepts, extensions,
techniques, and points out challenges and
directions.

Background 2023 NSR link

A Survey on Evaluation of Large
Language Models

This paper comprehensively reviews LLM
evaluation methods from three dimensions,
summarizes cases, and points out future
challenges to aid LLM development.

Background 2023 TIST link

A SURVEY OF
RESOURCE-EFFICIENT LLM
AND MULTIMODAL
FOUNDATION MODELS

This survey analyzes resource - efficient
strategies for large foundation models, covering
algorithmic and systemic aspects to inspire future
breakthroughs.

Background 2024 Arxiv link

Assessment of Multimodal Large
Language Models in Alignment with
Human Values

The paper introduces Ch3Ef dataset and unified
strategy to assess MLLMs’ alignment with
human values, summarizing key findings for field
advancement.

Real-World
Applications

2024 Arxiv link

VITA: Towards Open-Source
Interactive Omni Multimodal LLM

The paper introduces VITA, the first open -
source MLLM for video, image, text, audio. It
enhances interaction and paves the way for open -
source multimodal research.

Real-World
Applications

2024 Arxiv link

Freeze-Omni: A Smart and Low
Latency Speech-to-speech Dialogue
Model with Frozen LLM

This paper proposes Freeze - Omni, a novel
speech - text multimodal LLM. It connects
speech to frozen LLM, enabling speech - to -
speech with low latency and duplex dialogue.

Real-World
Applications

2024 Arxiv link

VITA-1.5: Towards GPT-4o Level
Real-Time Vision and Speech
Interaction

The paper proposes a multi - stage training
method for LLM to enable vision - speech
interaction, bypassing ASR/TTS and accelerating
end - to - end response.

Real-World
Applications

2025 Arxiv link

OmnixR: Evaluating Omni-modality
Language Models on Reasoning
across Modalities

The paper introduces OmnixR, an evaluation
suite for OLMs. It offers two variants and
provides a more rigorous cross - modal testbed
than existing benchmarks.

Real-World
Applications

2024 Arxiv link

Baichuan-Omni Technical Report The paper introduces Baichuan-omni, the first 7B
open-source MLLM. It proposes a training
schema, aiming to be a baseline for multimodal
understanding.

Real-World
Applications

2024 Arxiv link

LAMM: Language-Assisted
Multi-Modal Instruction-Tuning
Dataset, Framework, and Benchmark

The paper presents LAMM, an open - source
multi - modal framework. It offers a dataset,
benchmark, methodology, and a training
framework to boost MLLM research.

Real-World
Applications

2023 NIPS link
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Audio Visual Scene-Aware Dialog The paper introduces the AVSD Dataset for scene
- aware dialog. It trains baselines, emphasizing
models should use all inputs for best results.

Real-World
Applications

2019 CVPR/ICCV/ECCV link

MIA-Bench: Towards Better
Instruction Following Evaluation of
Multimodal LLMs

The paper introduces MIA - Bench for MLLM
instruction - following evaluation, creates extra
data, and aims to guide MLLM training methods.

Real-World
Applications

2024 Arxiv link

MM-BigBench: Evaluating
Multimodal Models on Multimodal
Content Comprehension Tasks

This paper introduces MM - BigBench to
comprehensively evaluate MLLMs on
multimodal content comprehension, proposes
new metrics and offers novel insights.

Real-World
Applications

2023 Arxiv link

Align Anything: Training
All-Modality Models to Follow
Instructions with Language Feedback

The paper first fine - tunes all - modality models
with cross - modality data. It proposes align -
anything and eval - anything, and open - sources
relevant resources.

Real-World
Applications

2024 Others link

MMMT-IF: A Challenging
Multi-Modal Multi-Turn Instruction
Following Foundation Model
Benchmark

The paper proposes MMMT - IF, a new
evaluation set for multi - modal multi - turn
instruction following, and PIF metrics,
highlighting models’ limitations.

Real-World
Applications

2024 Arxiv link

MM-RLHF: The Next Step Forward
in Multimodal LLM Alignment

The paper introduces MM - RLHF dataset and
proposes Critique - Based Reward Model and
Dynamic Reward Scaling for better MLLM
alignment.

Real-World
Applications

2025 Arxiv link

Aligning Large Multimodal Models
with Factually Augmented RLHF

The paper adapts RLHF to vision - language
alignment, proposes Factually Augmented RLHF,
enhances training data, and develops an
evaluation benchmark.

Real-World
Applications

2024 *ACL link

MM-IFEngine: Towards Multimodal
Instruction Following

The paper presents MM - IFEngine to generate
high - quality image - instruction pairs,
introduces MM - IFEval benchmark, and fully
open - sources related data and code.

Real-World
Applications

2025 Arxiv link

Aligning Multimodal LLM with
Human Preference: A Survey

This paper surveys alignment algorithms for
MLLMs, covering app scenarios, dataset factors,
benchmarks, and future directions to inspire
better methods.

Real-World
Applications

2025 Arxiv link

Autonomous Alignment with Human
Value on Altruism through
Considerate Self-imagination and
Theory of Mind

This paper endows agents with self - imagination
and ToM, enabling them to align with human
altruistic values and make thoughtful decisions.

Real-World
Applications

2024 Patterns link

Aligning AI With Shared Human
Values

The paper introduces the ETHICS dataset to
assess LMs’ moral knowledge, showing progress
in machine ethics for AI aligned with human
values.

Survey 2020 Arxiv link

A General Language Assistant as a
Laboratory for Alignment

The paper explores alignment of text - based
assistants with human values, studies techniques,
training objectives, and a pre - training stage for
efficiency.

Real-World
Applications

2021 Arxiv link

Training language models to follow
instructions with human feedback

The paper presents InstructGPT, fine - tuned with
human feedback on user intent. It shows fine -
tuning is promising for aligning models with
humans.

Real-World
Applications

2022 NIPS link

Direct Preference Optimization: Your
Language Model is Secretly a Reward
Model

The paper presents Direct Preference
Optimization (DPO), which simplifies preference
alignment of LMs, eliminating complex steps of
RLHF with a single - stage training.

Real-World
Applications

2023 NIPS link

Safe RLHF: Safe Reinforcement
Learning from Human Feedback

The paper proposes Safe RLHF, decoupling
helpfulness and harmlessness. It formalizes
safety as an optimization task and adjusts
objective balance during fine - tuning.

Real-World
Applications

2024 NIPS link

A Minimaximalist Approach to
Reinforcement Learning from Human
Feedback

The paper presents SPO, a minimalist-maximalist
RL algorithm from human feedback. It uses MW
concept, enabling single-agent self - play for
efficient learning.

Real-World
Applications

2024 ICLR link

Aligner: Efficient Alignment by
Learning to Correct

The paper introduces Aligner, a model-agnostic,
plug-and-play alignment paradigm. It learns
correctional residuals, applies to various models,
and can bootstrap them.

Real-World
Applications

2024 NIPS link

Continued on next page

22

https://arxiv.org/pdf/1901.09107
https://arxiv.org/abs/2407.01509
https://arxiv.org/abs/2310.09036
https://github.com/PKU-Alignment/align-anything?tab=readme-ov-file
https://research.google/pubs/mmmt-if-a-challenging-multi-modal-multi-turn-instruction-following-foundation-model-benchmark/#:~:text=Evaluation%20of%20instruction%20following%20capabilities,them%20to%20answer%20image%20based
https://arxiv.org/abs/2502.10391
https://arxiv.org/abs/2309.14525
https://arxiv.org/abs/2504.07957
https://arxiv.org/pdf/2503.14504
https://arxiv.org/pdf/2501.00320v2
https://arxiv.org/pdf/2008.02275v6
https://arxiv.org/pdf/2112.00861
https://proceedings.neurips.cc/paper_files/paper/2022/file/b1efde53be364a73914f58805a001731-Paper-Conference.pdf
https://openreview.net/forum?id=HPuSIXJaa9
https://openreview.net/pdf?id=TyFrPOKYXw
https://arxiv.org/pdf/2401.04056
https://arxiv.org/pdf/2402.02416


Table 1 – Continued

Title TLDR Category Year Venue Link

BeaverTails: Towards Improved
Safety Alignment of LLM via a
Human-Preference Dataset

The paper introduces the BEAVERTAILS dataset
for LLM safety alignment, separates annotations,
and shows its applications, aiding safe LLM
development.

Real-World
Applications

2023 NIPS link

Red-Teaming Large Language
Models using Chain of Utterances for
Safety-Alignment

The paper proposes RED - EVAL for safety
evaluation, RED - INSTRUCT for alignment, and
a fine - tuned model STARLING for LLM safety.

Real-World
Applications

2023 Arxiv link

CellBinDB: A Large-Scale
Multimodal Annotated Dataset for
Cell Segmentation with
Benchmarking of Universal Models

The paper presents CellBinDB, a large - scale
multimodal annotated dataset for cell
segmentation, and benchmarks 7 methods and
analyzes influence factors.

Real-World
Applications, cell,
science

2024 bioRxiv link

OmniGenBench: Automating
Large-scale in-silico Benchmarking
for Genomic Foundation Models

The paper introduces GFMBench, an open -
source framework for GFM benchmarking,
standardizing suites and democratizing GFM
applications.

Real-World
Applications,
science, dna, rna,
omic

2024 Arxiv link

Benchmarking DNA Foundation
Models for Genomic Sequence
Classification

A benchmarking study of three DNA models on
57 datasets. Mean token embedding boosts
performance, offering a framework for model
selection in genomics.

Real-World
Applications

2024 Arxiv link

A Benchmark Dataset for Multimodal
Prediction of Enzymatic Function
Coupling DNA Sequences and
Natural Language

The paper proposes a novel dataset and
benchmark suite for multimodal prediction of
enzymatic function using DNA sequences and
natural - language descriptions. [Dataset Link:
https://hoarfrost - lab.github.io/BioTalk/.]

Real-World
Applications

2024 Arxiv link

GenBench: A Benchmarking Suite
for Systematic Evaluation of
Genomic Foundation Models

This paper introduces GenBench, a
benchmarking suite for evaluating Genomic
Foundation Models, and reveals model
preference insights for future GFM design.

Real-World
Applications

2024 Arxiv link

BEND: Benchmarking DNA
Language Models on biologically
meaningful tasks

The paper introduces BEND, a benchmark for
DNA LMs with realistic tasks on the human
genome, available at
https://github.com/frederikkemarin/BEND.

Real-World
Applications

2024 Arxiv link

Evaluating Vision and Pathology
Foundation Models for
Computational Pathology: A
Comprehensive Benchmark Study

This paper benchmarks 31 AI foundation models
for computational pathology, reveals factors
influencing performance, and advocates further
research.

Real-World
Applications

2025 medRxiv link

scDrugMap: Benchmarking Large
Foundation Models for Drug
Response Prediction

The paper develops scDrugMap, an integrated
framework for drug response prediction, offering
a large - scale benchmark for single - cell data in
drug discovery.

Real-World
Applications

2025 Arxiv link

GMAI-MMBench: A Comprehensive
Multimodal Evaluation Benchmark
Towards General Medical AI

The paper develops GMAI - MMBench, a
comprehensive medical AI benchmark, and
identifies LVLMs’ insufficiencies to boost next -
gen LVLMs toward GMAI.

Real-World
Applications

2024 NeurIPS link

Multimodal Clinical Benchmark for
Emergency Care (MC-BEC): A
Comprehensive Benchmark for
Evaluating Foundation Models in
Emergency Medicine

The paper proposes MC - BEC, a benchmark for
evaluating ED foundation models with 100K+
visits’ data, aiming to encourage more effective
multimodal model development.

Real-World
Applications

2023 NeurIPS link

COMET: Benchmark for
Comprehensive Biological
Multi-omics Evaluation Tasks and
Language Models

The paper introduces COMET, the first multi -
omics benchmark, curates tasks/datasets,
evaluates models, and guides multi - omics
research.

Real-World
Applications

2024 Arxiv link

A Fine-tuning Dataset and
Benchmark for Large Language
Models for Protein Understanding

This paper introduces ProteinLMDataset and
ProteinLMBench for LLMs’ protein
understanding, addressing dataset gaps and
setting a new eval standard.

Real-World
Applications

2024 BIBM link

ProteinBench: A Holistic Evaluation
of Protein Foundation Models

The paper presents ProteinBench, a holistic
evaluation framework for protein foundation
models, releasing dataset, code, and leaderboard
to drive field development.

Real-World
Applications

2024 Arxiv link

Prot2Text: Multimodal Protein’s
Function Generation with GNNs and
Transformers

This paper proposes Prot2Text, integrating GNNs
and LLMs to predict protein functions in free -
text, enabling holistic protein representation.

Real-World
Applications

2024 AAAI link

Bridging Sequence-Structure
Alignment in RNA Foundation
Models

This paper introduces OmniGenome, an RNA
FM that aligns sequences with secondary
structures, enabling bidirectional mappings and
outperforming existing FMs.

Real-World
Applications

2025 AAAI link
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Redesigning the Eterna100 for the
Vienna 2 folding engine

The paper introduces Eterna100 - V2 benchmark
for RNA design, shows design difficulty links to
models, and advocates model - agnostic
algorithms.

Real-World
Applications

2025 bioRxiv link

DRFormer: A Benchmark Model for
RNA Sequence Downstream Tasks

The paper proposes DRFormer, the first
multimodal RNA downstream model integrating
sequence & vision models via structural features,
advancing RNA research.

Real-World
Applications

2025 Genes (Basel) link

BEACON: Benchmark for
Comprehensive RNA Tasks and
Language Models

The paper introduces BEACON, a
comprehensive RNA benchmark with 13 tasks. It
assesses models and proposes BEACON - B,
open - sourced on GitHub.

Real-World
Applications

2024 NeurIPS link

Multi-task benchmarking of
single-cell multimodal omics
integration methods

The paper aims to provide a guideline for single -
cell multimodal omics data analysis via
systematic categorization and benchmarking of
current methods.

Real-World
Applications

2024 bioRxiv link

M3SciQA: A Multi-Modal
Multi-Document Scientific QA
Benchmark for Evaluating
Foundation Models

The paper introduces M3SciQA, a multi - modal
multi - document benchmark for foundation
model evaluation, and explores its implications
for future application.

Real-World
Applications

2024 Arxiv link

MMMU: A Massive Multi-discipline
Multimodal Understanding and
Reasoning Benchmark for Expert
AGI

The paper introduces MMMU, a benchmark for
multimodal models on multi - discipline tasks,
aiming to drive next - gen models towards expert
AGI.

Real-World
Applications

2024 CVPR/ICCV/ECCV link

AVQA: A Dataset for Audio-Visual
Question Answering on Videos

The paper introduces AVQA, a real - life video
AVQA dataset with 57k+ videos and Q - A pairs,
and a fusing module for better multimodal
understanding.

reasoning 2022 ACM MM link

EchoInk-R1: Exploring Audio-Visual
Reasoning in Multimodal LLMs via
Reinforcement Learning

The paper introduces EchoInk - R1, a RL
framework on Qwen2.5 - Omni - 7B. It unifies
audio, visual, and text for reasoning, enhancing
MLLMs’ cross - modal reasoning.

reasoning 2025 Arxiv link

MathVista: Evaluating Mathematical
Reasoning of Foundation Models in
Visual Contexts

The paper presents MathVista benchmark for
evaluating mathematical reasoning in visual
contexts, highlights GPT - 4V’s potential, and
points out gaps for future AI development.

reasoning 2023 Arxiv link

CMMCoT: Enhancing Complex
Multi-Image Comprehension via
Multi-Modal Chain-of-Thought and
Memory Augmentation

The paper proposes CMMCoT, a framework
mimicking human slow thinking for multi -
image understanding, with key innovations and a
new dataset.

reasoning 2025 Arxiv link

VisCoTVisual CoT: Advancing
Multi-Modal Language Models with
a Comprehensive Dataset and
Benchmark for Chain-of-Thought
Reasoning

The paper presents a large-scale Visual CoT
dataset, a multi-turn pipeline, and a benchmark to
enhance MLLMs’ interpretability and local
region identification.

reasoning 2024 NIPS link

Unified Reward Model for
Multimodal Understanding and
Generation

This paper proposes UnifiedReward, a unified
reward model for multimodal assessment,
enabling preference alignment via joint task
learning and DPO.

reasoning 2025 Arxiv link

Measuring Multimodal Mathematical
Reasoning with MATH-Vision
Dataset

The paper presents the MATH - V dataset from
real math competitions to evaluate LMMs’ math
reasoning, aiding future R & D with
categorization.

reasoning 2024 NIPS link

MATHVERSE: Does Your
Multi-modal LLM Truly See the
Diagrams in Visual Math Problems?

The paper introduces MathVerse, a visual math
benchmark, and a CoT evaluation strategy to
assess MLLMs’ diagram - understanding ability
for future development.

reasoning 2024 CVPR/ICCV/ECCV link

LLaVA-CoT: Let Vision Language
Models Reason Step-by-Step

The paper introduces LLaVA-CoT, a VLM for
autonomous multi - stage reasoning. It compiles
a dataset and proposes a search method,
enhancing reasoning abilities.

reasoning 2025 Arxiv link

A Diagram is Worth a Dozen Images This paper studies diagram interpretation,
introduces DPGs, devises parsing methods,
compiles a dataset, showing DPGs’ significance
for diagram tasks.

reasoning 2016 CVPR/ICCV/ECCV link

VRC-Bench VRC-Bench offers a comprehensive visual
reasoning benchmark assessing reasoning chains
and final outcomes in complex scenarios with
semi-automated annotation and manual
verification.

reasoning 2025 Arxiv link
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CLEVR: A Diagnostic Dataset for
Compositional Language and
Elementary Visual Reasoning

The paper presents a diagnostic dataset for visual
reasoning with minimal biases and detailed
annotations to analyze models’ abilities and
limitations.

reasoning 2017 CVPR/ICCV/ECCV link

Learn to Explain: Multimodal
Reasoning via Thought Chains for
Science Question Answering

The paper presents ScienceQA benchmark with
multimodal questions and answer annotations,
and designs models to generate CoT, showing
CoT’s utility in QA.

reasoning 2022 NIPS link

Exploring the Effect of
Reinforcement Learning on Video
Understanding: Insights from
SEED-Bench-R1

The paper introduces SEED - Bench - R1 to
evaluate MLLMs in video understanding. It
compares RL and SFT, reveals RL’s pros and
cons, and suggests future improvements.

reasoning 2025 Arxiv link

A-OKVQA: A Benchmark for Visual
Question Answering Using World
Knowledge

The paper introduces A - OKVQA, a
crowdsourced VQA dataset with 25K diverse
questions needing world knowledge and
commonsense reasoning.

reasoning 2022 Arxiv link

LISA: Reasoning Segmentation via
Large Language Model

The paper proposes reasoning segmentation,
creates a benchmark, and presents LISA,
unlocking new reasoning abilities for multimodal
LLMs.

reasoning 2024 CVPR/ICCV/ECCV link

M3CoT: A Novel Benchmark for
Multi-Domain Multi-step
Multi-modal Chain-of-Thought

The paper introduces a novel M3CoT benchmark
to address MCoT challenges, advancing multi -
domain, multi - step, multi - modal CoT research.

reasoning 2024 Arxiv link

3D-CoT The paper extends 3D datasets with reasoning
annotations in multiple styles, constructs 3D -
CoT Benchmark from diverse sources for CoT
study.

reasoning 2025 Arxiv link

VisuLogic: A Benchmark for
Evaluating Visual Reasoning in
Multi-modal Large Language Models

The paper introduces VisuLogic, a benchmark
with 1K verified problems, to assess MLLMs’
visual reasoning. It also provides training data
and RL baseline.

reasoning 2025 Arxiv link

X-Reasoner: Towards Generalizable
Reasoning Across Modalities and
Domains

The paper explores cross - modality and - domain
reasoning generalizability. It introduces X -
Reasoner and X - Reasoner - Med via text post -
training, enabling wider reasoning transfer.

reasoning 2025 Arxiv link

VSI-bench The paper presents VSI - Bench with over 5,000
QA pairs, studies MLLMs’ visual - spatial
intelligence, and finds cognitive maps enhance
spatial distance ability.

reasoning 2024 Arxiv link

ST-Align benchmark The paper proposes LLaVA - ST for fine -
grained spatio - temporal understanding, presents
ST - Align dataset and benchmark, with novel
methods for alignment and compression.

reasoning 2025 CVPR/ICCV/ECCV link

GeomVerse: A Systematic Evaluation
of Large Models for Geometric
Reasoning

This paper evaluates VLMs’ geometric reasoning
via a synthetic geometry dataset, revealing their
limitations and releasing data for further research.

reasoning 2023 Arxiv link

InteractVLM: 3D Interaction
Reasoning from 2D Foundational
Models

The paper introduces InteractVLM to estimate
3D contact points from 2D images, using a novel
module. It also proposes a new semantic contact
estimation task.

reasoning 2025 CVPR/ICCV/ECCV link

Reason-RFT: Reinforcement
Fine-Tuning for Visual Reasoning

The paper proposes Reason - RFT, a two - phase
reinforcement fine - tuning framework for visual
reasoning, enhancing generalization and
advancing multimodal research.

reasoning 2025 Arxiv link

LongVideoBench: A Benchmark for
Long-context Interleaved
Video-Language Understanding

The paper introduces LongVideoBench, a QA
benchmark for long video-lang. interleaved
inputs, with novel tasks and diverse questions to
assess LMMs.

streaming-input 2024 NIPS link

EgoSchema: A Diagnostic
Benchmark for Very Long-form
Video Language Understanding

The paper introduces EgoSchema, a long - form
video QA dataset. It also proposes temporal
certificate sets, valuable for long - term video
understanding system evaluation.

streaming-input 2023 Arxiv link

ViSMaP: Unsupervised Hour-long
Video Summarisation by
Meta-Prompting

ViSMaP offers unsupervised hour - long video
summarization. It uses meta - prompting and
LLMs with short - video data, bypassing long -
video annotations.

streaming-input 2025 Arxiv link
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GMAI-MMBench: A Comprehensive
Multimodal Evaluation Benchmark
Towards General Medical AI

This paper proposes the GMAI-MMBench, a
comprehensive medical AI benchmark with
multi-granular data, supporting customized
evaluation and contributing to the development of
medical AI.

Real-World
Applications

2024 NeurIPS link

OmniMedVQA: A New Large-Scale
Comprehensive Evaluation
Benchmark for Medical LVLM

This paper introduces the OmniMedVQA
medical VQA benchmark, which covers
real-world medical images with multiple
modalities and anatomical regions, highlighting
the need to build a more powerful large model in
the biomedical field.

Real-World
Applications

2024 CVPR link

MedXpertQA: Benchmarking
Expert-Level Medical Reasoning and
Understanding

This paper proposes the MedXpertQA
benchmark, which contains diverse questions.
After rigorous processing, a reasoning subset is
set up to evaluate the capabilities of medical
models.

Real-World
Applications

2025 arxiv link

SURE-VQA: SYSTEMATIC
UNDERSTANDING OF
ROBUSTNESS EVALUATION IN
MEDICAL VQA TASKS

The paper proposes the SURE-VQA framework
to evaluate the robustness of VLMs in medical
VQA tasks and overcomes the existing
deficiencies from three aspects, being systematic.

Real-World
Applications

2024 arxiv link

CARES: A Comprehensive
Benchmark of Trustworthiness in
Medical Vision Language Models

This paper proposes CARES to comprehensively
evaluate the trustworthiness of Medical Vision
Language Models, assessing them from five
dimensions and containing about 41K
question-answer pairs.

Real-World
Applications

2024 NeurIPS link

RJUA-MedDQA: A Multimodal
Benchmark for Medical Document
Question Answering and Clinical
Reasoning

This paper establishes the medical multimodal
benchmark RJUA - MedDQA and proposes the
ESRA method to improve annotation efficiency
and accuracy, which helps to promote the
application of medical document understanding.

Real-World
Applications

2024 KDD link

MedHallBench: A New Benchmark
for Assessing Hallucination in
Medical Large Language Models

This paper proposes the MedHallBench
evaluation framework, which combines multiple
methods to evaluate hallucinations in MLLMs,
laying a foundation for enhancing their reliability
in healthcare.

Real-World
Applications

2024 arxiv link

BenchX: A Unified Benchmark
Framework for Medical
Vision-Language Pretraining on
Chest X-Rays

The paper proposes the BenchX unified
benchmark framework, which contains multiple
components and is used for the comparative
analysis of MedVLP methods, driving the re -
examination of achievements in the field.

Real-World
Applications

2024 NeurIPS link

Worse than Random? An
Embarrassingly Simple Probing
Evaluation of Large Multimodal
Models in Medical VQA

The paper introduces the ProbMed dataset to
evaluate the performance of large models in
medical VQA, reveals the limitations of the
models, studies the deficiencies of open - source
models, and proposes improvement solutions.

Real-World
Applications

2024 arxiv link

Touchstone Benchmark: Are We on
the Right Way for Evaluating AI
Algorithms for Medical Segmentation

The paper presents the Touchstone benchmark
for abdominal organ segmentation, evaluates AI
using diverse test sets, and assesses existing
frameworks to promote innovation in medical AI
algorithms.

Real-World
Applications

2024 NeurIPS link

FMBENCH: BENCHMARKING
FAIRNESS IN MULTIMODAL
LARGE LANGUAGE MODELS ON
MEDICAL TASKS

Proposed FMBench to evaluate the fairness of
Multimodal Large Language Models (MLLMs)
on medical tasks, including multiple attributes
and a new metric, to assist in model evaluation
and advance the field.

Real-World
Applications

2024 arxiv link

Evaluating LLM - Generated
Multimodal Diagnosis from Medical
Images and Symptom Analysis

We propose an LLM evaluation paradigm,
evaluate the accuracy of diagnoses using publicly
available MCQs, analyze the results to identify
deficiencies, and this approach can be used to
evaluate other LLMs.

Real-World
Applications

2024 arxiv link

Evaluating multimodal AI in medical
diagnostics

This study assesses the accuracy and
responsiveness of multimodal AI in medical
diagnostic questions and compares it with human
intelligence, revealing the potential and
limitations of AI.

Real-World
Applications

2024 npj Digital
Medicine

link

FairMedFM: Fairness Benchmarking
for Medical Imaging Foundation
Model

The paper proposes FairMedFM, a fairness
benchmark for medical imaging foundation
models. It integrates multiple datasets and
models, evaluates fairness from multiple
perspectives, and its code is open - source.

Real-World
Applications

2024 NeurIPS link
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Large Language Model Benchmarks
in Medical Tasks

This paper comprehensively surveys benchmark
datasets for medical large language models,
covering multiple modalities. It summarizes the
challenges and opportunities, laying a foundation
for research on the application of large language
models in medicine.

Real-World
Applications

2024 arxiv link

3MDBench: Medical Multimodal
Multi-agent Dialogue Benchmark

Propose the 3MDBench evaluation framework,
simulate patient diversity, combine multimodal
data, and provide a scalable solution for AI
medical assistant evaluation.

Real-World
Applications

2025 arxiv link

Asclepius: A Spectrum Evaluation
Benchmark for Medical Multi-Modal
Large Language Models

This paper proposes the Asclepius evaluation
benchmark to comprehensively assess medical
multi-modal large language models, analyze their
advantages and disadvantages, and lay the
foundation for subsequent evaluations and
applications.

Real-World
Applications

2024 arxiv link

WorldMedQA-V: a multilingual,
multimodal medical examination
dataset for multimodal language
models evaluation

The paper presents the multilingual and
multimodal medical dataset WorldMedQA - V,
which includes data from multiple countries. It
aims to adapt to diverse medical environments
and promote the fair and effective application of
AI.

Real-World
Applications

2024 arxiv link

MEDICONFUSION: CAN YOU
TRUST YOUR AI RADIOLOGIST?
PROBING THE RELIABILITY OF
MULTIMODAL MEDICAL
FOUNDATION MODELS

This paper introduces the MediConfusion
medical VQA benchmark dataset to explore the
failure modes of multimodal large models and
facilitate the design of more reliable models.

Real-World
Applications

2024 arxiv link

MMIST-ccRCC: A Real World
Medical Dataset for the Development
of Multi-Modal Systems

The paper introduces the MMIST-CCRCC
multi-modal dataset and sets multi-modal
benchmarks. Even when the data missing rate is
severe, fusing modalities can improve the
survival prediction results.

Real-World
Applications

2024 CVPR link

Deep learning-based defect detection
of metal parts: evaluating current
methods in complex conditions

This paper introduces a new dataset for painted
metal parts defect detection and evaluates SOTA
AD methods, highlighting real - world dataset
testing need.

Real-World
Applications

2021 IEEE link

MVTec AD — A Comprehensive
Real-World Dataset for Unsupervised
Anomaly Detection

The paper introduces MVTec AD, a
comprehensive real - world dataset for anomaly
detection with pixel - precise ground truth,
focusing on real - world use.

Real-World
Applications

2019 CVPR/ICCV/ECCV link

MMAD: A Comprehensive
Benchmark for Multimodal Large
Language Models in Industrial
Anomaly Detection

The paper presents MMAD, the first MLLMs
benchmark in industrial anomaly detection,
defines subtasks, generates a dataset, and
explores enhancement strategies.

Real-World
Applications

2024 Arxiv link

DesignQA: A Multimodal
Benchmark for Evaluating Large
Language Models’ Understanding of
Engineering Documentation

The paper introduces DesignQA, a multimodal
benchmark for MLLMs on engineering docs. It
reveals gaps and paves the way for AI - supported
design.

Real-World
Applications

2025 Others link

MME-Industry: A Cross-Industry
Multimodal Evaluation Benchmark

This paper introduces MME - Industry, a novel
benchmark for evaluating MLLMs in industrial
scenarios. It has unique QA pairs and bilingual
versions, guiding future research.

Real-World
Applications

2025 Arxiv link

MMRo: Are Multimodal LLMs
Eligible as the Brain for In-Home
Robotics?

This paper introduces the first MMRo benchmark
to evaluate MLLMs for robotics, identifying 4
key capabilities, and finds current MLLMs unfit
as robot cores.

Real-World
Applications

2024 Arxiv link

Coordinating Hundreds of
Cooperative, Autonomous Vehicles in
Warehouses

The paper presents the Kiva warehouse -
management system, a large - scale autonomous
robot system that enhances worker productivity,
accountability, and flexibility.

Real-World
Applications

2008 AAAI link

On the Evaluation of Generative
Robotic Simulations

The paper proposes a comprehensive framework
for evaluating generative robotic simulations in
quality, diversity, and generalization, highlighting
balance needs.

Real-World
Applications

2024 Arxiv link

Towards a Benchmark of Multimodal
Large Language Models for Industrial
Engineering

This paper outlines requirements and proposes a
starting - point for MLLM benchmark in
industrial applications, targeting industry
practitioners.

Real-World
Applications

2024 IEEE link
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Measuring Social Norms of Large
Language Models

The paper presents a new dataset for testing
LLMs’ social norm understanding, proposes a
multi - agent framework, and offers a direction
for future improvements.

Real-World
Applications

2024 *ACL link

VizWiz Grand Challenge: Answering
Visual Questions from Blind People

The paper proposes VizWiz, the first natural
VQA dataset from blind people. It aims to
encourage generalized algorithms to assist them.

Real-World
Applications

2018 CVPR/ICCV/ECCV link

MM-Soc: Benchmarking Multimodal
Large Language Models in Social
Media Platforms

The paper introduces MM - Soc to evaluate
MLLMs on social media content, targeting
multiple tasks, and suggests improvement
pathways for models.

Real-World
Applications

2024 *ACL link

TransportationGames:
Benchmarking Transportation
Knowledge of (Multimodal) Large
Language Models

The paper proposes TransportationGames, a
benchmark for assessing (M)LLMs’
transportation knowledge, aiming to boost their
implementation in this domain.

Real-World
Applications

2024 Arxiv link

Beyond Good Intentions: Reporting
the Research Landscape of NLP for
Social Good

The paper introduces NLP4SG Papers, a dataset
with 3 tasks, and visualizes NLP4SG landscape
using ACL Anthology, aiding research in this
field.

Real-World
Applications

2023 *ACL link

AgriBench: A Hierarchical
Agriculture Benchmark for
Multimodal Large Language Models

The paper introduces AgriBench for evaluating
agricultural MM - LLMs and proposes MM -
LUCAS dataset, offering insights for expert -
knowledge MM - LLMs.

Real-World
Applications

2024 Arxiv link

AgMMU: A Comprehensive
Agricultural Multimodal
Understanding and Reasoning
Benchmark

The paper presents AgMMU, an agri VLM
benchmark with data from real convos. It aims to
evaluate & develop VLMs and incorporate agri
expertise.

Real-World
Applications

2025 Arxiv link

TimeChat: A Time-sensitive
Multimodal Large Language Model
for Long Video Understanding

The paper proposes TimeChat for long video
understanding, with key architectures and an
instruction-tuning dataset, aiming to serve as a
video assistant.

Higher-Order
Intelligence

2024 CVPR/ICCV/ECCV link

m &m’s: A Benchmark to Evaluate
Tool-Use for multi-step multi-modal
Tasks

The paper introduces m&m’s benchmark for
multi - step multi - modal tasks, offers task plans,
evaluates LLMs, and gives planner design
recommendations.

Higher-Order
Intelligence

2024 CVPR/ICCV/ECCV link

AgentClinic: a multimodal agent
benchmark to evaluate AI in
simulated clinical environments

The paper introduces AgentClinic, a multimodal
benchmark for LLM evaluation in simulated
clinical settings, and explores new ways to
scrutinize clinical simulations.

Higher-Order
Intelligence

2024 Arxiv link

Enhancing clinical decision support
with physiological waveforms — A
multimodal benchmark in emergency
care

The paper presents a dataset and protocol for
multimodal decision support in emergency care,
showing waveform data improves prediction,
offering a basis for AI progress.

Higher-Order
Intelligence

2025 Others link

AGAV-Rater: Adapting Large
Multimodal Model for AI-Generated
Audio-Visual Quality Assessment

The paper introduces AGAVQA dataset and
AGAV - Rater, a LMM - based model to score
AGAVs multi - dimensionally, enhancing VTA
performance and user experience.

Higher-Order
Intelligence

2025 Arxiv link

Mllm-compbench: A comparative
reasoning benchmark for multimodal
llms

The paper introduces MLLM - CompBench to
evaluate MLLMs’ comparative reasoning,
covering 8 dimensions with 40K image - pairs, to
guide future improvements.

Higher-Order
Intelligence

2024 NIPS link

A Benchmark for Optimal
Multi-Modal Multi-Robot Multi-Goal
Path Planning with Given Robot
Assignment

The paper formalizes multi - modal multi - robot
multi - goal path planning as a single problem,
introduces a benchmark, and adapts planners for
diverse settings.

Higher-Order
Intelligence

2025 Arxiv link

EgoPlan-Bench: Benchmarking
Multimodal Large Language Models
for Human-Level Planning

The paper introduces EgoPlan - Bench to
evaluate MLLMs’ planning abilities and EgoPlan
- IT for improvement, sharing codes, data and a
leaderboard.

Higher-Order
Intelligence

2023 Others link

EgoPlan-Bench2: A Benchmark for
Multimodal Large Language Model
Planning in Real-World Scenarios

The paper introduces EgoPlan - Bench2 to assess
MLLMs’ planning in real - world scenarios,
reveals limitations, and proposes a training - free
CoT prompting approach.

Higher-Order
Intelligence

2024 Arxiv link

MuEP: A Multimodal Benchmark for
Embodied Planning with Foundation
Models

The paper presents MuEP, a multimodal
benchmark for embodied planning. It evaluates
agents with foundation models, identifies gaps,
and hopes to advance embodied AI.

Higher-Order
Intelligence

2024 IJCAI link
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MFE-ETP: A Comprehensive
Evaluation Benchmark for
Multi-modal Foundation Models on
Embodied Task Planning

The paper presents MFE - ETP, a benchmark for
evaluating MFMs on embodied task planning,
with a framework, diverse tasks, and an auto -
evaluation platform.

Higher-Order
Intelligence

2024 Arxiv link

A comprehensive multi-modal video
understanding benchmark

The paper introduces MVBench for multi-modal
video understanding and develops VideoChat2,
offering a novel way to define and evaluate
temporal tasks.

Higher-Order
Intelligence

2024 CVPR/ICCV/ECCV link

DAVE: Diagnostic benchmark for
Audio Visual Evaluation

The paper introduces DAVE, a novel benchmark
for AV models. It addresses existing issues and
offers insights for robust AV model development.

Higher-Order
Intelligence

2025 Arxiv link

ALLVB: All-in-One Long Video
Understanding Benchmark

The paper proposes ALLVB, a long - video
understanding benchmark integrating 9 tasks,
with auto - annotation, large - scale data,
revealing MLLMs’ improvement potential.

Higher-Order
Intelligence

2025 AAAI link

UrbanVideo-Bench: Benchmarking
Vision-Language Models on
Embodied Intelligence with Video
Data in Urban Spaces

The paper introduces UrbanVideo - Bench to
evaluate Video - LLMs in urban embodied
cognition, uses collected data to generate QAs,
and validates Sim - to - Real transfer potential.

Higher-Order
Intelligence

2025 Arxiv link

ViLMA: A Zero-Shot Benchmark for
Linguistic and Temporal Grounding
in Video-Language Models

The paper presents ViLMA, a task - agnostic
benchmark for VidLMs. It assesses models’ fine -
grained capabilities and catalyzes future VidLM
research.

Higher-Order
Intelligence

2024 ICLR link

A benchmark for situated reasoning
in real-world videos

The paper presents the STAR Benchmark for
evaluating situated reasoning in real - world
videos and proposes a diagnostic neuro -
symbolic model to address challenges.

Higher-Order
Intelligence

2024 NIPS link

VITATECS: A Diagnostic Dataset for
Temporal Concept Understanding of
Video-Language Models

The paper presents VITATECS, a video - text
dataset. It uses a taxonomy and counterfactual
descriptions to evaluate VidLMs’ temporal
understanding, revealing research needs.

Higher-Order
Intelligence

2024 CVPR/ICCV/ECCV link

TempCompass: Do Video LLMs
Really Understand Videos?

The paper proposes TempCompass benchmark
with diverse temporal aspects and task formats,
novel data collection strategies, and an evaluation
approach, revealing poor video LLMs’ temporal
perception.

Higher-Order
Intelligence

2024 *ACL link

OVO-Bench: How Far is Your
Video-LLMs from Real-World Online
Video Understanding?

The paper presents OVO - Bench, a novel video
benchmark for online video LLMs, focusing on
timestamp - based temporal awareness to drive
research in video reasoning.

Higher-Order
Intelligence

2025 Arxiv link

OSCaR: Object State Captioning and
State Change Representation

The paper introduces OSCaR dataset and
benchmark for evaluating MLLMs, addressing
limitations of traditional methods in object state
change understanding.

Higher-Order
Intelligence

2024 *ACL link

Measuring Massive Multitask
Language Understanding

Paper proposes a new test for a text model’s
multitask accuracy, evaluates understanding
breadth/depth, and identifies model
shortcomings.

Core Foundational
Competencies

2021 ICLR link

MMLU-Pro: A More Robust and
Challenging Multi-Task Language
Understanding Benchmark

This paper introduces MMLU-Pro, enhancing
MMLU with harder reasoning Qs, more options
and less noise, a better benchmark for tracking
field progress.

Core Foundational
Competencies

2024 NeurIPS link

CMMLU: Measuring massive
multitask language understanding in
Chinese

The paper introduces CMMLU, a Chinese
benchmark for LLMs. It evaluates 18 models,
finds room for improvement, and suggests
enhancement directions.

Core Foundational
Competencies

2024 *ACL link

KMMLU: Measuring Massive
Multitask Language Understanding in
Korean

The paper proposes KMMLU, a Korean
benchmark from original exams. It aims to
improve Korean LLMs, and the dataset is
publicly available for progress tracking.

Core Foundational
Competencies

2024 Arxiv link

Global MMLU: Understanding and
Addressing Cultural and Linguistic
Biases in Multilingual Evaluation

This paper traces biases in multilingual MMLU,
presents their impact on evaluations, and releases
Global MMLU with wider coverage and bias
checks.

Core Foundational
Competencies

2024 Arxiv link

MMLU-ProX: A Multilingual
Benchmark for Advanced Large
Language Model Evaluation

The paper introduces MMLU - ProX, a
multilingual benchmark for LLM evaluation,
using semi - auto translation and expanding to
assess multilingual capabilities.

Core Foundational
Competencies

2025 Arxiv link
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MovieChat: From Dense Token to
Sparse Memory for Long Video
Understanding

The paper proposes MovieChat with a designed
memory mechanism using the memory model to
handle long - video understanding challenges,
releasing a benchmark.

Higher-Order
Intelligence

2023 CVPR/ICCV/ECCV link

Microsoft COCO: Common Objects
in Context

The paper presents a new dataset for object
recognition in scene - understanding context,
with per - instance labels and extensive crowd -
sourced data.

Core Foundational
Competencies

2014 Arxiv link

LLaVA-Grounding: Grounded Visual
Chat with Large Multimodal Models

This paper creates GVC data, introduces
Grounding - Bench, proposes a GVC - supporting
model design, making contributions to grounded
visual chat.

Core Foundational
Competencies

2024 CVPR/ICCV/ECCV link

MMIU: Multimodal Multi-image
Understanding for Evaluating Large
Vision-Language Models

The paper introduces MMIU benchmark for
evaluating LVLMs on multi - image tasks,
identifying gaps to advance LVLM R & D.

Core Foundational
Competencies

2025 ICLR link

EgoSchema: A Diagnostic
Benchmark for Very Long-form
Video Language Understanding

The paper introduces EgoSchema, a long - form
video QA dataset. It defines temporal cert. sets
and shows models’ poor long - term video
understanding.

Higher-Order
Intelligence

2023 NIPS link

MileBench: Benchmarking MLLMs
in Long Context

The paper introduces MileBench to test MLLMs’
multimodal long - context capabilities with
multiple tasks, encouraging research on such
abilities.

Core Foundational
Competencies

2024 Arxiv link

EAGLE: Egocentric AGgregated
Language-video Engine

The paper introduces EAGLE model and EAGLE
- 400K dataset, unifying egocentric video tasks
and proposing evaluation metrics for MLLMs.

Higher-Order
Intelligence

2024 ACM MM link

MLLM-CompBench: A Comparative
Reasoning Benchmark for
Multimodal LLMs

The paper introduces MLLM - CompBench to
evaluate MLLMs’ comparative reasoning,
collects image pairs, and uncovers their
comparative ability limitations.

Core Foundational
Competencies

2024 NeurIPS link

MLVU: Benchmarking Multi-task
Long Video Understanding

The paper proposes MLVU benchmark for LVU
evaluation, featuring extended video lengths,
diverse genres, and tasks, advancing long - video
understanding research.

Higher-Order
Intelligence

2024 Arxiv link

Dynamic-SUPERB: Towards A
Dynamic, Collaborative, and
Comprehensive Instruction-Tuning
Benchmark for Speech

The paper presents Dynamic - SUPERB, a
speech benchmark for zero - shot multi - task
models. It encourages community contribution
and proposes baseline approaches.

Core Foundational
Competencies

2024 ICASSP link

Towards Event-oriented Long Video
Understanding

The paper introduces Event - Bench for long -
video event understanding and VIM method,
addressing dataset issues and data scarcity, all
resources are open - sourced.

Higher-Order
Intelligence

2024 Arxiv link

MuChoMusic: Evaluating Music
Understanding in Multimodal
Audio-Language Models

The paper introduces MuChoMusic, a benchmark
for evaluating music understanding in audio -
focused multimodal LMs, and points out issues
in multimodal integration.

Core Foundational
Competencies

2024 ISMIR link

Video-Bench: A Comprehensive
Benchmark and Toolkit for
Evaluating Video-based Large
Language Models

The paper proposes Video - Bench, a benchmark
and toolkit for evaluating Video - LLMs with 10
tasks, offering insights for future research.

Higher-Order
Intelligence

2023 Arxiv link

AutoEval-Video: An Automatic
Benchmark for Assessing Large
Vision Language Models in
Open-Ended Video Question
Answering

The paper proposes AutoEval - Video, a
benchmark for video Q&A of large vision -
language models, with unique rules and
adversarial annotation for evaluation.

Higher-Order
Intelligence

2024 CVPR/ICCV/ECCV link

Enabling Auditory Large Language
Models for Automatic Speech Quality
Evaluation

This paper proposes using auditory LLMs for
automatic speech quality assessment via task -
specific prompts, with interpretable outputs.
Code available at URL.

Core Foundational
Competencies

2025 ICASSP link

AudioBench: A Universal Benchmark
for Audio Large Language Models

The paper introduces AudioBench, a benchmark
for AudioLLMs with 8 tasks and 26 datasets. It
fills a gap and provides resources for future
model development.

Core Foundational
Competencies

2025 *ACL link

Video-MME: The First-Ever
Comprehensive Evaluation
Benchmark of Multi-modal LLMs in
Video Analysis

This paper introduces Video - MME, a
comprehensive MLLM video analysis benchmark
with diverse features, and calls for better handling
of long - sequences and multi - modal data.

Higher-Order
Intelligence

2024 Arxiv link
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Table 1 – Continued

Title TLDR Category Year Venue Link

MMBench-Video: A Long-Form
Multi-Shot Benchmark for Holistic
Video Understanding

The paper introduces MMBench - Video for
evaluating LVLMs in video understanding, using
long YouTube videos and free - form questions,
with human - annotated questions and GPT - 4
assessment.

Higher-Order
Intelligence

2024 NIPS link

Synthesize, Diagnose, and Optimize:
Towards Fine-Grained
Vision-Language Understanding

The paper emphasizes evaluating VLMs from
text - visual perspectives, introduces SPEC
benchmark, and proposes an approach to
optimize fine - grained understanding.

Core Foundational
Competencies

2024 CVPR/ICCV/ECCV link

VALSE : A Task-Independent
Benchmark for Vision and Language
Models Centered on Linguistic
Phenomena

The paper proposes VALSE, a novel benchmark
for V&L models on linguistic phenomena to
enable fine - grained evaluation and measure
future progress.

Core Foundational
Competencies

2022 *ACL link

MMWorld: Towards Multi-discipline
Multi-faceted World Model
Evaluation in Videos

The paper introduces MMWorld, a new
benchmark for multi - discipline, multi - faceted
multimodal video understanding, aiming for
world model evaluation in videos.

Higher-Order
Intelligence

2024 CVPR/ICCV/ECCV link

Audiotime: A temporally-aligned
audio-text benchmark dataset

The paper presents AudioTime, a strongly
aligned audio - text dataset with rich temporal
annotations, and provides test set and metric for
model temporal control.

Core Foundational
Competencies

2025 ICASSP link

Assessing Modality Bias in Video
Question Answering Benchmarks
with Multimodal Large Language
Models

This paper introduces Modality Importance Score
(MIS) to identify single - modality bias in VidQA
benchmarks, guiding creation of balanced
multimodal datasets.

Higher-Order
Intelligence

2025 AAAI link

Simple and Controllable Music
Generation

The paper introduces MusicGen, a single LM for
conditional music generation. It eliminates multi -
model cascading and enables better output
control.

Core Foundational
Competencies

2023 NeurIPS link

WorldSense: Evaluating Real-world
Omnimodal Understanding for
Multimodal LLMs

The paper introduces WorldSense, the 1st
benchmark for multimodal video understanding.
It has unique features and aims to evaluate
models’ omnimodal context - constructing ability.

Higher-Order
Intelligence

2025 Arxiv link

Vbench: Comprehensive benchmark
suite for video generative models

The paper presents VBench, a benchmark suite
for video generative models. It dissects video
quality, has human - aligned metrics, and aims to
drive video generation research.

Core Foundational
Competencies

2024 CVPR/ICCV/ECCV link

AffectGPT: A New Dataset, Model,
and Benchmark for Emotion
Understanding with Multimodal
Large Language Models

The paper establishes a benchmark for MLLM -
based emotion understanding with MER -
Caption, AffectGPT and MER - UniBench,
releasing code and data.

Higher-Order
Intelligence

2025 Arxiv link

Dynamic-SUPERB: Towards A
Dynamic, Collaborative, and
Comprehensive Instruction-Tuning
Benchmark for Speech

The paper presents Dynamic - SUPERB, a
speech benchmark for zero - shot multi - task
models. It encourages community contribution
and proposes baseline approaches.

Higher-Order
Intelligence

2024 ICASSP link

AIR-Bench: Benchmarking Large
Audio-Language Models via
Generative Comprehension

The paper introduces AIR - Bench, the first
benchmark for evaluating LALMs’ audio
understanding and interaction. It reveals
limitations and guides future research.

Higher-Order
Intelligence

2024 ACL link

MuChoMusic: Evaluating Music
Understanding in Multimodal
Audio-Language Models

The paper introduces MuChoMusic, a benchmark
for evaluating music understanding in audio -
focused multimodal LMs, identifying pitfalls in
model integration and open - sourcing data/code.

Higher-Order
Intelligence

2024 ISMIR link

Animal-bench: Benchmarking
multimodal video models for
animal-centric video understanding

This paper establishes Animal - Bench, an animal
- centric benchmark with defined task systems
and data pipelines to evaluate multimodal models,
releasing data and code.

Core Foundational
Competencies

2025 NeurIPS link

ChronoMagic-Bench: A Benchmark
for Metamorphic Evaluation of
Text-to-Time-lapse Video Generation

The paper proposes ChronoMagic - Bench to
evaluate T2V models’ temporal & metamorphic
abilities, introduces metrics, and creates
ChronoMagic - Pro dataset.

Core Foundational
Competencies

2024 NeurIPS link

AudioTime: A Temporally-aligned
Audio-text Benchmark Dataset

This paper proposes a temporally - aligned audio
- text dataset AudioTime, with rich temporal
annotations, and provides test set and metric for
text - to - audio models.

Higher-Order
Intelligence

2025 ICASSP link

MME-Unify: A Comprehensive
Benchmark for Unified Multimodal
Understanding and Generation
Models

The paper presents MME - Unify, a
comprehensive benchmark for U - MLLMs, with
standardized tasks, novel ones, and model
benchmarking, to address evaluation gaps.

Core Foundational
Competencies

2025 Arxiv link
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Title TLDR Category Year Venue Link

V-STaR: Benchmarking Video-LLMs
on Video Spatio-Temporal Reasoning

The paper introduces V - STaR benchmark,
decomposes video understanding into RSTR task,
constructs dataset to evaluate Video - LLMs’
spatio - temporal reasoning.

Higher-Order
Intelligence

2025 Arxiv link
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